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ABSTRACT

Dynamic Environment Aware Autonomous Mobile
Robot Navigation

Mustafa Burak DİLAVER

Department of Computer Engineering

Master of Science Thesis

Advisor: Asst. Prof. Erkan USLU

Robotic technologies are getting popular in today’s world. Robots are used in a

wide range of areas like defense industry, military, agriculture, research and rescue,

logistics, healthcare etc. Tasks that are monotone, hard or dangerous for humans can

be done by robots more efficiently and robustly. Different types of robots can be used

depend on complexity of a task and technical knowledge of involved engineers.

There are lots of unique problems in many of application areas, each of which requires

a specific solution in terms of robot platforms and software. Today, mobile ground

robots are widely used in both academic and commercial projects. However, some

applications such as exploration can be implemented more efficiently due to the

mobility of unmanned aerial vehicles (UAVs). Although there are different types of

UAVs in the market, multi-propeller UAVs are preferred due to their low costs, better

mobility and easier dynamics compared to other UAVs.

When multiple UAVs are used together, a task can be accomplished even much more

quickly and effectively. However, especially when working with more than one

multirotor UAV in indoor environments, it can cause problems even if the environment

is static. The problem is that UAVs moving indoors may crash into each other. In the

path planning phase of navigation, possible collisions can be eliminated between UAVs,

which are dynamic obstacles in this case.

In this context, a system that creates a common 3D map using sensor data from

multiple UAVs and navigates these UAVs using 3D costmaps has been developed. In

xi



order to prevent UAVs from hitting each other while navigating, a method that is based

on costmaps has been implemented using Robot Operation System (ROS). For multi

mapping, a customized version of OctoMap is used. Path planning is done by using

A* and Lee Position Controller is used for path tracking. Experiments have been done

in different simulation environments in Gazebo using RotorS simulator.

Keywords: Multi robot systems, unmanned aerial vehicles, multi navigation, multi

mapping, path planning

YILDIZ TECHNICAL UNIVERSITY

GRADUATE SCHOOL OF NATURAL AND APPLIED SCIENCES
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ÖZET

Dinamik Ortamda Otonom Mobil Robot Navigasyonu

Mustafa Burak DİLAVER

Bilgisayar Mühendisliği Anabilim Dalı

Yüksek Lisans Tezi

Danı̧sman: Dr.Öğr.Üyesi Erkan USLU

Günümüz dünyasında robotik teknolojileri giderek yaygınlaşmaktadır. Robotlar

savunma sanayi, askeriye, tarım, arama ve kurtarma, ulaşım, sağlık gibi birçok

alanda kullanılmaktadır. Tekdüze, insanlar için zor ve tehlikeli olan görevler robotlar

tarafından daha randımanlı ve sağlam şekilde yerine getirilebilmektedir. Bir görevin

karmaşıklığına ve ve ilgili mühendislerin teknik yetkinliğine bağlı olarak farklı tür

robotlar kullanılabilir.

Robot platformu ve yazılımı açısından özgün çözümler gerektiren uygulama

alanlarının çoğunun kendine has problemleri bulunmaktadır. Günümüzde mobil yer

robotları hem akademik hem ticari projelerde yaygın bir şekilde kullanılmaktadır.

Fakat keşif gibi bazı uygulamalar insansız hava araçlarının (̇IHA) hareket kabiliyetleri

nedeniyle daha verimli bir şekilde yerine getirilebilir. Piyasada farklı tip İHA’lar

bulunmakla beraber çok pervaneli İHA’lar düşük maliyetleri, diğer İHA’lara göre daha

iyi hareket kabiliyetleri ve daha kolay dinamikleri sebebiyle tercih edilmektedir.

Birden fazla İHA birlikte kullanıldığında, bir görev daha da hızlı ve etkili bir

şekilde başarılabilir. Ancak birden fazla çok pervaneli İHA ile çalı̧sıldığında özellikle

iç ortamlarda ortam statik olsa bile bu problemlere sebebiyet verebilmektedir.

Buradaki problem iç ortamda hareket eden İHA’ların birbirine çarpabilmesidir. İHA

navigasyonun yol planlama kısmında dinamik engeller olan İHA’ların arasındaki olası

çarpı̧smalar önlenebilir.

Bu kapsamda çoklu İHA’lardan gelen sensör verilerini kullanıp ortak bir 3 boyutlu

harita oluşturan ve bu İHA’ları 3 boyutlu bir maliyet haritası kullanarak otonom
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hareket ettiren bir sistem geli̧stirilmi̧stir. İHA’ların otonom hareket ederken birbirine

çarpmaması için maliyet haritaları temelli bir yöntem Robot Operating System (ROS)

kullanarak gerçeklenmi̧stir. Çoklu haritalama için OctoMap’in özelleştirilmi̧s bir hali

kullanılmı̧stır. Yol planlama için A* ve yol takibi için Lee Pozisyon Kontrolcüsü

kullanılmı̧stır. Deneyler Gazebo içerisinde farklı simülasyon ortamlarında RotorS

simülatörü kullanılarak yapılmı̧stır.

Anahtar Kelimeler: Çoklu robot sistemleri, insansız hava araçları, çoklu navigasyon,

çoklu haritalama, yol planlama

YILDIZ TEKNİK ÜNİVERSİTESİ

FEN BİLİMLERİ ENSTİTÜSÜ
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1
INTRODUCTION

1.1 Literature Review

An autonomous UAV needs to have many capabilities for doing tasks in an

unknown/known environment. A UAV which is also a kind of mobile robot, may need

to localize itself, map and navigate in its environment and explore its surroundings,

allowing it to move autonomously.

The UAV platform should be selected according to the application environment. There

are many different types of UAVs available for different types of applications. Fixed

wings, helicopters, airships, tilt-rotors and multicopters, which are also called drones,

are examples of UAV types [1] [2]. Two most commonly used type of UAVs are fixed

wings and rotary wings, i.e. multicopters. Fixed wing UAVs have longer flight time

and the ability of flying on higher altitudes due to their aerodynamic structure, while

multirotors have the ability to hover vertically and a better ability to stay in position in

the air, which brings complex control to the former and easier control to the latter [3].
Maneuvering ability and smaller size of multirotors make them a better alternative

when it comes to indoor applications [4]. It is possible to use pre-built multirotor

platforms for academic studies [5] [6].

Localization is a crucial step for autonomous mobile robots. While drones could

localize themselves using GPS (Global Positioning System) in outdoor environments,

they also need to exploit different sensor data, for example data obtained from Inertial

Measurement Units (IMU) and stereo vision cameras, for indoor environments [7]
[8] [9]. For outdoor applications, even the wide availability of Global Navigation

Satellite Systems (GNSS) of today, they may provide noisy data and not be available

for some reason [10]. Mapping is a concept of creating meaningful representations

of unknown environments [11] [12]. Maps are used as an input for motion planning

and exploration. Simultaneous localization and mapping (SLAM) algorithms gives

robots the ability of localizing themselves and creating maps of their surrounding

environments [13] [14] [15]. SLAM is a very important concept and tool for mobile
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ground robots therefore there’s been many studies done on this subject [16] [17].
SLAM makes it possible creating advanced systems with mobile robots. It’s possible

for mobile ground robots to use range finders such as 2D light detection and ranging

(LIDAR) and radio detection and ranging (RADAR) sensors data to perform SLAM

because of their mostly planar movement space in applications. 2D LIDARs also can

be used to navigate drones in indoor environments [18]. There are also studies which

try to take advantage of deep learning methods for doing SLAM with 2D LIDAR data

on UAVs [19].

Movement ability in 3D space of drones and huge amount of dense data capturing

capability of cameras, make visual data a good option for doing SLAM on UAVs.

Visual simultaneous localization and mapping (VSLAM) is a SLAM variant which takes

the advantage of visual data obtained from today’s highly improved and affordable

cameras [20]. There are many VSLAM studies done on UAV platforms. Indoor UAVs

can be smaller than outdoor ones because of the frequent obstacles and limited altitude

in an indoor environment. Smaller UAVs have smaller motors which means they can

carry less weight, thus having compact sensors like cameras gives a great advantage

to indoor UAVs. There are different type of cameras used in different studies [21].

Monocular cameras are widely used in VSLAM studies on UAVs because they are

common, inexpensive and available on many commercial drone platforms [22] [23]
[24]. Simulation environments are also used in VSLAM studies that use monocular

camera data [25] [26]. It is possible to do autonomous landing using monocular

cameras [27]. Multiple UAVs with monocular cameras on them can accomplish tasks

while doing VSLAM [28]. UAVs with monocular camera can also do obstacle avoidance

with VSLAM [29].

Stereo cameras are another type of sensor used on UAVs. Stereo cameras offer data

that can achieve better results in odometry calculation than monocular cameras.

Autonomous take-off, flight and landing can be done with odometry information

produced using stereo camera data [30] [31]. Odometry data can be combined with

different information, e.g. beacon-based localization data [32]. Most of the stereo and

RGBD cameras on the market provide depth images and such cameras, which provide

data in RGBD format, are highly preferred in robotic studies. Since RGBD data, which

is generally obtained at 30Hz from commercial stereo cameras, includes point cloud

data, the size of the image is greater than plain RGB data. However, VSLAM can be

performed in real time on UAVs using stereo cameras [33] [34] [35]. While doing

VSLAM with RGBD data, UAVs are able to do tasks like assisting teleop driving [36],
doing obstacle avoidance [37] and fully autonomous navigation [38]. Localization,

mapping and navigation operations can be done on-board or off-board [39]. Two
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stereo cameras can be placed in different positions on a UAV, one facing towards the

front and one facing towards the bottom of the UAV, and their pose estimation can

be merged to create a more accurate odometry of the UAV [40]. Optical flow sensors

are also a good odometry source and they can be use in a combination with stereo

cameras [41].

After having a decent localization and mapping information, drones need solutions

to move autonomously in unknown environments. One of the fundamental tasks of

robotics is called navigation. Navigation can be separate into two levels, path planning

and path tracking. Path planning involves calculating a collision free path from a

destination position to a target position using sensor data and pre-created maps also

optimality and calculation time of a path finding algorithm are important factors [42]
[43]. There are different approaches in literature about path planning [44]. Finding

obstacle free safe corridors using A* is one option to find paths in point cloud data

[45]. It is possible to use pruning in this safe corridor finding process to decrease the

time path planning takes for a UAV [46]. Rapidly-Exploring Random Tree (RRT) based

algorithms are widely used in UAV path planning [47] [48]. Also there are hybrid path

finding methods [49] [50].

Second step of navigation is path tracking. Producing accurate movement commands

for a robot to make it follow a pre-defined path is what makes a robot move. There are

algorithms which outputs required motor commands for a given set of a destination

and a target point [51].

Collision avoidance is another important part of navigation topic. Sampling based

methods try to simulate the drone movement and choose best local path to avoid

dynamic obstacles [52]. Rapid response to obstacles is important due to the nature of

UAVs. Increasing the processing speed by using the depth data with basic and minimal

feature extraction can enable obstacle avoidance with low latency [53].

As robotics applications get more popular, studies on multi robot systems have been

increasing. Multiple robots could done a task more effectively than a single robot in

terms of speed, power usage and quality etc. [54]. Using multiple robots comes with

a requirement for more efficient and complex control of all robots [55]. UAVs and

mobile ground robots can be used in co-operation to do delivery related tasks [56].
Determination of which UAV should done which task is an important problem in multi

UAV studies, e.g. exploration [57] [58] [59].

Having multiple UAVs in an environment increases possibility of UAVs getting crashed

into each other. Increased movement ability over ground robots of UAVs makes them

more vulnerable to crashes. When a ground robot crashed into a collision it’s likely

3



that robot can continue to operate but when a UAV hit a collision it’s very likely that

it will make it incapable of working right thus collision avoidance is also important

in multi navigation. Taking other UAVs into account while path planning is a way to

avoid possible crashes in the literature [60].

1.2 Objective of the Thesis

Localization, mapping and navigation are essential topics for doing exploration and

many other robotics tasks. Having multiple UAVs in an unknown indoor environment,

coordinating them and making them accomplish meaningful tasks is a challenging

problem.

In this study, a system has been developed in which multiple UAVs can navigate

without interfering each other in a static indoor environment. In the second section,

information is given about the ROS used as a framework, Gazebo used for simulations

and the platform used for UAVs. In the third section, information about mapping and

multi mapping output is given. The fourth section focuses on navigation. In the fifth

section, a summary of the publication of the thesis is given. In the sixth section, the

thesis is completed by making comments about the study.

1.3 Hypothesis

Within the scope of the thesis, a system has been created for multiple UAVs to navigate

in indoor environments without hitting each other. While doing this, a multiple 3D

mapping method was used. A costmap was created from this 3D map. A costmap was

used during road planning. While the cells that should not be planned over have high

cost, the cells that can be planned over are considered cost-free. As a result of the

study, it was seen that multi mapping can be done in various simulation environments

without problems.

The hypothesis can be expressed as follows: "Multi UAV navigation is possible in indoor

environments using only costmaps in simulation."

4



2
INFRASTRUCTURE

Information about the ROS framework, Gazebo simulator and UAV platform used in

the study is given in this section.

2.1 ROS

ROS is a framework for robotics projects [61]. ROS serves its features in four different

categories.

The first is referred as plumbing, which means data communication between processes

either on the same machine (computer) or on different machines. Because each

robotics project involves data flowing from sensors to computers to actuators, there

was a need to program each layer between these three main components. This

creates a repetition for each new robot platform, sensor and actuator combination.

Rather than programming new drivers between these layers, ROS lets developers

use pre-written ones and if there is no already written driver for a given component,

provides a set of communication protocols to ease the development process.

The second is the tools ROS gives to the use developers. Robotics studies involves the

usage of many different sensors. There are many tools ROS provides; visualization

tools for visualizing different types of data acquired from different sensors like camera,

LIDAR, IMU, GPS etc., simulation tools, design tools and many. Using these tools

creates a better environment for researchers and developers.

In third category ROS serves algorithm implementations which gives capabilities of

localization, mapping, navigation, exploration etc. to robots. A robot system needs

wide range of skills to overcome complex problems of the real world. Researchers

might not have deep interest in all different topics of robotics. They can use the

capabilities they need to build up a complete robot system using pre-built ROS

packages. Then researchers could focus on their main work area and interest. For

example a researcher who wants to work on navigation, can use SLAM packages ROS

5



serves and focus on his/her main working field. Naturally ROS creates an ecosystem

created by developers around the world and this is the fourth category of ROS’s

features.

2.1.1 Key Concepts

ROS has several key concepts that are used in the rest of this study so it’s important

to know about them.

Programs in ROS are called nodes. Each ROS node is nothing but a program that

exploit ROS client libraries. Nodes are essential blocks of ROS. They receive and/or

send data to other nodes in the same network. A ROS node may be responsible for

reading sensor data and sending them to other ROS nodes, where as another ROS

node may be responsible for processing data it receives from another node. Writing

robotics programs in many ROS nodes gives a modular development experience to

researchers/developers.

Nodes receive/send data through ROS topics. A ROS topic is an abstraction for

establishing a modular communication between nodes. A ROS node needs to know

nothing about another node it wants to communicate with but a common topic

between them. There is a publish-subscribe concept in ROS topics. By publishing

over a topic, a node can make data accessible to other nodes that subscribe to that

topic. Topics can work in many to many way.

In every ROS network, there needs to be a ROS master node. All of the nodes needs

to know where master is in the network. A node needs to get information on a topic

before using it by asking master. Master node always keeps the information of which

node publishes/subscribes to which topic and needs to run in a ROS system.

2.2 Gazebo

Gazebo is a simulation environment that targets robotics development. Doing tests

in robotics studies is harder and more challenging than most of the other fields of

computer engineering. Robots are built for doing tasks in real world, which requires

them to be tested for the real world factors. Testing could be costly in terms of labour,

time and price. Simulation environments try to make this testing phase shorter and

more efficient. For this work, Gazebo was selected as a simulator for several reasons,

mainly its ROS capabilities. There are other simulators that can work together with

ROS but they are not mature and widely used as much as Gazebo [62].
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2.2.1 History

Gazebo first appeared as project in 2002 at the University of Southern California.

Several academicians continued its development but it’s more commonly use became

possible after it’s been integrated with ROS by Willow Garage, same company who

created ROS, in 2012. It’s used as a simulation environment in a virtual robotics

competition held by The Defense Advanced Research Projects Agency (DARPA), in

2013. Another competition called the Subterranean Challenge, which held by DARPA

began in 2018 and is scheduled to finish in 2021, is also doing its virtual tasks on

Gazebo. It’s clear that government agencies contribute to the development of robotics

by organising competitions where the famous DARPA Grand Challenge held in 2005

can be seen as another example [63] [64].

2.2.2 UAV Platform

Many different robot platforms such as ground robots, robotic arms, humanoid robots

and air robots are simulated in Gazebo. These robots can be used in many different

indoor / outdoor environments designed. There are several different UAV platforms

that can be used in the Gazebo environment [65] [66]. The RotorS Simulator was

selected to be used within the scope of the thesis study. There are several reasons

behind this, such as the fact that drone models can move realistically on the Gazebo

physics engine and a built-in local planner is provided to use. Simulation model used

in the study is provided in Figure 2.1.

Figure 2.1 Real AscTec Firefly on the left and Gazebo model of it with a stereo
camera attached to it on the right
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3
MAPPING

Map representation of an environment is an important element in a robotics

application. Using maps, operations such as path planning, localization, exploration

and obstacle avoidance can be done. Different mapping methods examined are given

in this chapter.

3.1 Depth Data

Depth data can be taken from the stereo cameras in real and simulation environments.

The (x , y, z) coordinate of each pixel relative to the camera is stored in the depth data.

This data is used as input for mapping. The visualization of the depth data taken in a

Gazebo environment is given in the figure.

Figure 3.1 Image data taken from the stereo camera on the drone in Gazebo
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RGB data of stereo camera is given in Figure 3.1. Depth data taken from stereo camera

is given in Figure 3.3 for simulation environment given in Figure 3.2.

Figure 3.2 Firefly AscTec UAV in Gazebo and three obstacles in front of it.

Figure 3.3 Depth data taken from stereo camera is projected in 3D space, camera
frame is in the bottom left, different colors represent different vertical coordinate of

points

3.2 OctoMap

3D maps can be created using 3D range measurements. The use of 3D maps means

creating better representations of the environment. 3D maps consist of cells called

grids. Each grid receives a value depending on whether it is empty or full. Cells that

have not yet been discovered must be also represented on the map. Grid cells can

be thought of as 3D matrices. As the grid size decreases, the resolution of the map

increases. As the map resolution increases, the area that the map occupies in memory
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increases. A probabilistic method should be used to mark whether the grids are empty

or full because the 3D measurement data from range sensors will never be ideal. Due

to the error of the sensor, probabilistic methods are needed to eliminate the noise in

the data [11].

The OctoMap method uses the octree data structure which is a tree representation

where each node has eight child nodes to store map cells which is depicted in Figure

3.4. Octree structure decreases the amount of memory required for a map to be stored

by pruning the tree when all child nodes of a parent node have the same value. In

addition, optimizations were made for better memory usage. This makes it easier to

transfer maps between programs in robotic applications. There is also an OctoMap

package integrated with ROS [67].

Figure 3.4 Octree representation given in the official paper [11]

In mapping methods, in the simplest sense, cells are marked full or empty by

comparing some probabilities. The status of being full or empty of each map node

needs to be updated using the new sensor data. In Occupancy grid mapping methods,

this is done based on (3.1).

L(n|z1:t) = L(n|z1:t−1) + L(n|zt) (3.1)

In the OctoMap method, which is based on mentioned approach, the probability of

being occupied of point cloud coordinates taken from the depth sensor is calculated

by the probability formula (3.2).

L(n|z1:t) = max(min(L(n|z1:t−1) + L(n|zt), lmax), lmin) (3.2)

The probability of a leaf node n in octree to be filled according to z1:t sensor
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measurements taken at time t is expressed by P (n|z1:t). If the most recent sensor

measurement is zt , the preliminary probability is P(n), the previous being occupied

probability of node n is expressed by P(n|z1:t−1). According to the last sensor

measurement, the probability of occupancy of n is expressed by P(n|zt). The logarithm

of the odds ratio, which is the ratio of a probability to its complement, is called the

log-odds ratio, or logit, and is given in (3.3).

L(n) = log
�

P(n)
1− P(n)

�

(3.3)

Equation (3.1) is obtained when the log-odds ratio of (3.4) is calculated.

P (n|z1:t) =
�

1+
1− P (n|zt)

P (n|zt)
1− P (n|z1:t−1)

P (n|z1:t−1)
P (n)

1− P (n)

�−1

(3.4)

The resulting (3.1) needs k measurements in order to change an occupied cell n to be

empty. While this approach can be used in static environments, it is insufficient for

dynamic applications. For this reason, by using (3.2) in the OctoMap method, changes

in the environment are registered to the map more quickly.

3.2.1 Multi OctoMap

OctoMap is a method designed for a single robot by default. The OctoMap ROS

package works for point cloud data coming from only a single robot. Point cloud is

the name given to the data structure where each point taken from a depth sensor

has its own 3D coordinate relative to the sensor. YTU CE Probabilistic Robotics

Group is developing a version of OctoMap that can work with more than one robot

simultaneously. Multi OctoMap is basically a method that combines Point Cloud data

from multiple robots on a single map. The map can then be used by all the robots. With

this structure, it enables applications such as navigation and exploration for multiple

robots on a single map. Within the scope of the thesis, this multi octomap package

was used.
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Figure 3.5 Gazebo environment of YTU Computer Engineering Department

Figure 3.6 3D map of first floor of YTU CE Department model created using OctoMap
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4
NAVIGATION

Autonomous robots need to navigate in unknown environments by their own. For a

robot, navigation can be defined as the name given to the entire process of sensing

its surroundings, determining where it is located in the environment, planning a path

from a point to a target point, and tracking that path. In the ROS framework, there

is a navigation stack that enables a representation of the environment to perform

all operations such as path planning and path tracking. Rather than its broad

meaning in the literature, when it comes to navigation in the ROS community, obstacle

abstraction, path planning and path tracking processes come to mind. In this section,

information about the navigation infrastructure and the different algorithms used are

provided.

4.1 Path Planning

One of the most important tasks for a robot’s autonomous movement in a real

environment is path planning. For the autonomous movement of the robot, it

is necessary to calculate an collision free path using pre-acquired data about the

environment. Path planning algorithms are classified differently in the literature

[44] [68]. Due to its stable, optimal and complete operation, node-based algorithms

are widely used in road planning. A-star and its derivatives are called node-based

algorithms.

4.1.1 A-star

A-star (A*) is an heuristic based search algorithm widely used in robotics due to its

easy implementation steps and optimal operation. It tries to find an optimal path by

minimizing f (n) which is given in 4.1.

A* tries to navigate through the nodes adjacent to the target node from the start node.

In robotic applications, cells on the map are used as nodes. g(n) represents the cost
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from the start node to the current node where h(n) is the heuristic distance to the

target node. The A* algorithm optimizes the combination of these two, f (n). The A*

and derivative algorithms are complete which means if there is a path from the start

node to the target node, it will always be found.

f (n) = g(n) + h(n) (4.1)

4.2 Costmaps

The abstract maps used for robots to calculate collision free paths are called costmaps.

Costmaps are used as an input to path planning. It also allows a robot, represented as

a single dot, to move without hitting obstacles. Cost maps are used in ground robots

for path planning and path tracking with obstacle avoidance. Cost maps are widely

used on robots developed especially for environments where people move [69] [70].
By using costmap layers in socially aware robot studies and ROS navigation stack,

optimization is taken into account in different ways for mobile and fixed obstacles

[71].

Costmaps are used to plan the movement of ground robots. In ground

robots, two-dimensional maps are generally created and navigation is done using

two-dimensional cost maps created on these maps. Maps created in UAV applications

are generally three-dimensional. Creating three-dimensional cost maps on these maps

is not a method available in the literature. The map cells were inflated based on

a specific multiplier of map resolution. The UAV’s ability to move without hitting

obstacles has been made possible by planning the path on the costmap.

A small experimental environment on how 3D costmap usage affects path planning is

given in Figure 4.1. The path calculation using the costmaps on the 3D map created

in this given environment is given in Figure 4.2. The inflation value of the cost map

has been experimentally adjusted according to the size of the AscTec Firefly UAV. It

is observed on the figure that the path is planned so that the UAV does not hit the

obstacle columns.

In Figure 4.3, when the cost maps are not used, a bird’s eye view of how a road

calculation is made in the same scenario is seen. When cost maps are not used, the

UAV will get close to the obstacles when it follows the calculated route, which leads to

a crash. In Figure 4.4, the situation depicted in Figure 4.2 is given in bird’s eye view.
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Figure 4.1 A simulation environment for testing path planning with costmaps

Figure 4.2 Planned path showed on 3D map of the given environment with using
costmaps where red dots represents local goals
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Figure 4.3 Planned path showed in 3D map of the given environment without using
costmaps in bird view

Figure 4.4 Planned path showed in 3D map of the given environment with using
costmaps in bird view
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4.3 Path Tracking

Path tracking, also called motion control, is a key issue for the autonomous movement

of mobile robots. A robot that has calculated a path to a target point on the map of

the environment must now generate motion commands that will follow this path in

order to reach the target point.

Although UAVs have different approaches for path tracking, geometric approaches can

be easier to implement; thus in this study, Lee Position Controller (LPC), a geometric

approach, is used [51]. Path points were tracked one-by-one by the LPC to reach the

target point via the calculated path.

4.4 Path Planning with Multiple UAVs

In environments where Multi UAVs operate, even if the environment is static, the

movement of a UAV makes it a dynamic obstacle for other UAVs. If a UAV tries to plan

roads without considering other UAVs moving in the environment, it may crash other

UAVs. Path planning can be done by considering the planned paths of other UAVs.

One way to do this is to take advantage of costmaps. Costmaps refer to the costs on

the map used in the path finding process. The cost of the regions where the previously

planned and ongoing paths pass is increased and added to the cost map. This addition

is done by inflating the map cells corresponding to the local points of the ongoing

paths. As a result, a UAV that plans paths using the new costmap will calculate paths

around the regions where the ongoing paths pass, possible collisions with other UAVs

will be prevented. Data flow chart of this approcah for multiple UAVs is given in Figure

4.5. There are only two UAVs depicted in the chart for visualization but more than two

UAVs can be used in the developed system. Thanks to modularity provided by ROS,

modules with straight borders can be used in real world applications, with replacing

some of the dashed modules, without any extra work which minimizes the integration

from simulation to real application.

A representation of an inflated path being calculated by a UAV is given in Figure 4.6.

In the upper part of Figure 4.6, the path calculated from cell A to cell B on map cells

is given, where in the lower part, inflated version of that path is given. The amount

of inflation can be changed to be the solid of the map cell. Figure 4.7 gives the path

from point C to point D, which can be planned by another UAV considering previously

planned path.
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Figure 4.5 Data flow of costmap based multi path planning

Figure 4.6 A path from cell A to cell B on the top, inflated version of that path on the
bottom

18



Figure 4.7 A path planned from C to D considering previously inflated active path

Examples of paths to be calculated when two UAVs in Gazebo need to calculate paths

from the same map cells are given in Figure 4.8 and 4.9. In Figure 4.8, the path

parallel to the floor calculated by UAV1 is given in blue. The path calculated by UAV2,

which is in the same z coordinate as UAV1, is given in red. The ground truth odometry

data of the UAVs when tracking these paths using LPC is visualized in green for UAV1

and purple for UAV2.

In Figure 4.9, UAV2 calculated a steep upward path at the point where it is located. It

is seen that the road calculated by UAV1 is wrapped around this road. It can be seen

that the two UAVs move without touching each other and approaching each other at

a risky rate.
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Figure 4.8 Paths for two UAVs and their ground truth odometry while UAV1 is
moving in parallel to the floor and UAV2 is planning a path above UAV1’s path

Figure 4.9 Paths for two UAVs and their ground truth odometry while UAV2 is
ascending and UAV1 is planning a path around UAV2’s path
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5
3D MAPPING AND SIMULTANEOUS NAVIGATION FOR

MULTI MICRO AERIAL VEHICLES IN INDOOR

ENVIRONMENTS

One of the platforms where autonomous exploration applications can be used

effectively is micro aerial vehicles (MAV), which are frequently used by robotic

researchers due to their high mobility. Sending robots to environments that people

cannot enter, observing the environment using data from robot sensors and trying to

have an idea about the environment increase the need for exploration studies and

accelerates the development of solutions produced in this area. Multiple robots can

be used to make the exploration faster and more effectively. The use of multiple UAVs

enables faster discovery of the environment. Working with more than one UAV in a

closed indoor environment has many challenges.

UAVs need to plan paths to go from one point to another. However, if another UAV will

pass over this road, it may be that the UAVs collide with each other. For this reason,

each UAV must make its own route calculation, taking into account the routes planned

by other UAVs. In this context, a system capable of multiple mapping and simultaneous

navigation has been implemented in order to allow multiple UAVs to navigate in the

same environment without hitting each other. A road planning technique using cost

maps was used to make simultaneous navigation possible.

5.1 Simulation Environment

The trials of the system created in the study were made in an environment created

in the Gazebo simulator. The simulation environment is one of the areas used in

the Search and Rescue League of the RoboCup competition. This area was chosen

because it has a narrow space for MAVs. The model used for MAVs is taken from a

package called RotorS [65]. In the RotorS package, there are models of real models

of AscTec MAVs that have been transferred to the simulation Gazebo environment. As
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the parametric adjustment of the MAVs for Gazebo physics engine is done well, their

movements are quite realistic. Real and simulation photos of Firefly model can be

seen in Figure 5.2.

Figure 5.1 Part of the Gazebo environment used for this study

Figure 5.2 Real AscTec Firefly on the left, simulation model of it with a stereo
camera attached in front of it on the right

5.2 Multi Mapping

In this study, the mapping was made using the operable version of the ROS octomap

package for more than one robot developed by Yildiz Technical University Probabilistic

Robotics Group. The improved mapping package basically takes range measurement

data coming from all UAVs and merge them in a 3D map. Range data obtained

from stereo cameras attached to each MAV. A map created using this package on

environment given in Figure 5.1 is given in Figure 5.3.
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Figure 5.3 A 3D map created using OctoMap

5.3 Costmaps

How a robot is represented in space is an important issue. The robot position

for a two-dimensional coordinate system is expressed in (x , y), while in the

three-dimensional coordinate system it can be expressed as (x , y, z). This approach,

which accepts the position of the robot as a single point, makes it easier to calculate

paths and do obstacle avoidance in navigation. The robot’s position is usually

represented as the volumetric center point of the robot for making obstacle avoidance

easier. When planning the road, the road is drawn around the obstacles. In the path

tracking step, the robot position is tried to be kept on the calculated road. When the

path drawn around the obstacles is calculated considering that a point will follow the

path, the robot that occupies a volume in space will hit the obstacles when it gets close

to the obstacles.

As a solution to this problem, costmaps can be used. Costmap is a technique that used

to inflate obstacles on the map. Inflated obstacles get larger before the path planning

step. Costmaps help to prevent the robot from hitting obstacles in the real world when

it follows the found path.

In order to create a 3D cost map for UAVs, obstacle cells on the 3D map are inflated.

In Figure 5.4, inflated cells by the amount of 1 cell are given. The cost map obtained

for the map given in Figure 5.3 is given in Figure 5.5.
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Figure 5.4 Red cells are the original map cells, black volumes represent inflated
results

Figure 5.5 Inflated costmap of a given 3D map
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5.4 Path Planning

A three-dimensional version of the A* algorithm was used to plan the route from the

UAVs to the target points on the obtained map. The cost from the starting point to the

n node is expressed as g(n), the estimated cost to the destination point is h(n), and

the total cost is f (n). Situations that require changing direction between two adjacent

cells are also added as extra costs to the g(n). In this way, it is aimed to calculate routes

with minimum amount of direction change requirement. h(n) is calculated based on

the Euclidean distance to the target. The basic A* equation expressed in the Figure

5.1.

f (n) = g(n) + h(n) (5.1)

5.5 Path Tracking

Path tracking is done using the Lee Position Controller. Given a target space coordinate

and heading angle parallel to the ground, Lee Position Controller produces the

required propeller thrusts. RotorS has a path tracking package that works for quad

and hexa rotors and is used in this project. Successive coordinates on the found path

is given to local planner and whole path is tracked by this way.

5.6 Result

In the simulation environment, it was observed that multiple UAVs can move and map

the environment without hitting each other. A demonstration video is given in [72].
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6
RESULTS AND DISCUSSION

In this study, a system where multiple multirotor UAVs can navigate in static indoor

environments without crashing each other has been created. To achieve this, a 3D map

was created using an OctoMap version that works with depth data of stereo cameras

from multiple robots. A single costmap can be obtained from the extracted map and

road planning can be made for each UAV on this costmap by using A* algorithm. The

local targets of the calculated path were given to the LPC method one by one and

the path was completed this way. By increasing the cost of the map cells around the

planned and active path of a UAV, it was ensured that other UAVs did not pass through

this path when they planned a path. The goal of this approach has been to try to

prevent collisions between UAVs by ensuring that their global paths do not intersect.

ROS was used as a framework and the RotorS drone simulator was used on Gazebo as

a simulation medium. The created system has been tested in Gazebo environments.

With this method, it has been observed that two or more UAVs can operate in the same

indoor environment without hitting each other. UAV and related robotics studies in

the literature have been examined and information about current studies has been

obtained.

The study does have many improvements to be made in the future. First things first,

the study could have been tried with real multirotor UAVs in the real world, although

sufficient results were obtained in the simulation. Although simulation environments

are tried to be designed realistically, it is obvious that Gazebo is not the best simulator

on the market, the real world has its own problems.

There are many path planning and path tracking methods in the literature for UAV

navigation. Faster road planners can be used to find paths faster for multiple robots.

Algorithms that plan paths can be tried by taking into account the dynamic constraints

of robots instead of costmaps. The calculated paths can be smoothed. Instead of giving

all the local targets of the calculated path to the path tracker, paths can be represented

with fewer local points and can be followed faster by doing some optimizations.
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The whole system can be built as a more effective and modular program and it can be

easier to try different methods. Contribution to the open source world with a system

whose modularity is trusted can be made. As the studies on UAVs are increasing day

by day, quality tools offered in this field for researchers will attract great attention.
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